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Abstract—Situation awareness of today’s automation relies on 
sensor information, data bases and the information delivered by 
the operator using an appropriate HMI. The situation is mostly 
influenced by voice communications between controller and pi-
lots. Hence, voice communication is an important part for the 
human operator to implement his plans. Voice communication 
runs independent and in parallel to the process the automation 
performs to understand the situation. Therefore, the automation, 
specifically the support system, is not aware of agreements be-
tween human operators. Even worse, the operators have addi-
tional effort to inform the support systems about their communi-
cation, i.e. their intents. This additional effort can be avoided by 
using automatic speech recognition systems (ASR). Nowadays, 
ASR is used in many applications, e.g. Siri® in Apple’s iPhone®.  

This paper focuses on the integration of ASR with DLR’s arrival 
manager 4D-CARMA. ASR improves situation awareness of both 
assistant system and controller. As the controller is responsible 
for his advisories he sometimes deviates from the recommenda-
tions of the automation. The automation often needs at least 40 
seconds until it recognizes the deviations from the plan if radar 
data is available only. Trials performed at DLR’s Institute of 
Flight Guidance have shown that ASR can reduce this deviation 
time of an Arrival Manager (AMAN) by approx. 90% down to 5 
seconds.  

As a side-effect, the combination of ASR and AMAN also im-
proves the performance of ASR. The AMAN provides context 
information about the current and estimated future situations. It 
creates hypotheses on controller intents and predicts which advi-
sories the controller will probably transmit via voice. First trials 
have shown that this approach can reduce the word error rate by 
up to 80%. This can foster the use of ASR in ATM, e.g. as an 
enabler for the introduction of electronic flight strips.  

Keywords- Arrival Management (AMAN), Automatic Speech 
Recognition (ASR), Situation Awareness (SA) 

I.  INTRODUCTION 

A significant part of human collaboration is coordinated via 
voice, especially if complex contexts or meta-concepts are in-

volved. By tracing the communication new actors can get an 
idea of the actual and planned situations so that they can easily 
integrate themselves. Controlling aircraft in the vicinity of an 
airport is an example of such a working environment in which 
two working groups – i.e. pilots and controllers – implement a 
smooth, efficient and safe traffic flow via radio communica-
tion. All pilots in the same sector are controlled by a dedicated 
controller (team). They use a unique frequency for communica-
tion within the sector. This enables the party line effect, i.e. all 
actors – excluding today’s assistant systems – can create a 
common mental model of the current situation and of future 
actions. 

Various taxonomies have been proposed for automation 
levels; Parasuraman [23] distinguishes between ten levels of 
automation where complete departure from human intervention 
occurs at level 10. Today’s ATM systems do not exceed level 3 
or 4; hence the operators remain fully in control. This situation 
accounts for the whole program time frame of SESAR, alt-
hough both SESAR and NextGen envisage enhanced ground 
and airborne automation to enhance capacity and maintain safe-
ty. According to the Strategic Research & Innovation Agenda 
(SRIA) of ACARE [1] or Flightpath 2050 [11], a fully auto-
mated ATM-System is not considered in the next decades. So 
voice communication will definitely remain a pillar of air traf-
fic control. SRIA further suggests using Speech Recognition 
for thread detection of the air traffic system.  

One dimension of today’s increased system complexity re-
sults from the fact that the automation does not follow human 
communication. This splits the communication into two differ-
ent worlds: one, in which humans communicate via radio links, 
and another one, in which machines communicate via computer 
networks. These worlds are connected by a human machine 
interface through which humans inform the machines and vice 
versa. As controllers are responsible for air traffic control they 
implement their plans even if these deviate from those of the 
automation. As these deviations especially occur in situations 
with high workload, the controllers do not have time to inform 
the assistant system. In this case, the automation may suggest 
advisories contrary to the intent of the controller. This situation 



may persist until the assistant system realizes the deviation 
through analysis of radar data. Hence, the system needs support 
from the controllers exactly when the controllers would urgent-
ly need the support of the system, due to a high workload.  

In this paper, we show how ASR can cut this Gordian knot 
without additional effort for the operators. This enables com-
mon situation awareness without lack of information on the 
part of the automation and without discrepancies between voice 
communications and data link information. The following three 
main functions are required for this purpose: 

1. Creation of hypotheses about desired future airspace situa-
tions and the corresponding commands 

2. Highly reliable speech recognition based on dynamic lan-
guage models 

3. Updating of assistant systems based on the obtained voice 
communication information 

The integration of Automatic Speech Recognition (ASR) 
into ATM systems has been tried since (at least) the early 90s. 
We briefly review this prior work in section II. This is followed 
by section III, which demonstrates how the ASR performance 
can be improved through use of context information from the 
assistant system. Section IV is the counterpart which explains 
the expected benefits for an arrival manager if the assistant 
system is supplemented by an additional sensor, i.e. ASR.  

Section V describes experiments that have been performed 
with a combination of DLR’s arrival manager 4D-CARMA 
(4D Cooperative ARrival MAnager), the speech recognizer 
from Saarland University (UdS) and an approach controller 
from Austro Control. In these experiments, 4D-CARMA was 
used for passive shadow mode trials in which 4D-CARMA 
created sequences and advisories, which were not shown to the 
controller (shadow mode trials). Therefore, the controller occa-
sionally deviated from the advisories of the automation. If this 
happened the AMAN often needed at least 40 seconds until it 
recognized the deviating plan of the controller. Section VI 
shows that ASR can reduce this deviation time down to 5 sec-
onds. Section VII describes further steps to improve ASR and 
AMAN performance by exchanging context and intent infor-
mation before section VIII finally summarizes the results. 

II. RELATED WORK 

Due to rising demand more sophisticated assistant systems 
are introduced to support ATM operations, e.g. Arrival Manag-
ers (AMAN), Surface Managers (SMAN), and Departure Man-
agers (DMAN). First commercial implementations of an 
AMAN have been operational at hubs (Frankfurt, Paris) since 
the early 90s. Today their application is still limited to the co-
ordination of traffic streams between different working posi-
tions (e.g. sector and approach controllers) [16]. Implementa-
tions in Europe are e.g. OPTAMOS [3], OSYRIS [4], 4D Plan-
ner [6], [13], MAESTRO [10]. An extension of their applica-
tion to support the controllers by advisories in order to imple-
ment fuel and noise efficient approaches (e.g. DLR’s AMAN 
4D-CARMA [17]) currently fails due to insufficient reliability 
of the advisories. The support quality of such systems highly 
depends on knowledge of the development of the situation in 

the airspace. This development is characterized by the intent of 
the controllers. When controllers deviate from the assistant 
system the assistant system may need some time to firstly, rec-
ognize these deviations and to secondly, determine the control-
lers’ intent. During this deviation time, the support quality is 
strongly reduced. As controllers tend to deviate from the ma-
chine strategy when the situation becomes complicated, the 
support quality is low exactly when it is really needed. The 
explicit integration of the assistant system into human commu-
nication can compensate this effect. The result of such an ap-
proach is an assistant system that actively listens. Facilitating 
active listening requires highly reliable speech recognition to 
avoid an increase of controllers’ workload due to a high 
amount of needed corrections.  

In the past decade three meanwhile classical application ar-
eas of speech recognition have evolved:  

 command & control (e.g. for mobile phones, TV sets or 
navigation systems in cars) [15],  

 dictation systems (predominantly for the professional mar-
ket, as the adaptivity is not yet good enough for widely ac-
cepted consumer products) [29], 

 spoken dialog systems to access information (e.g. for train 
time table information) [7]. The recently launched Siri® 
system is essentially a question answering and spoken dia-
log system using presumably a Nuance speech recognition 
engine. Similar systems from Google and Samsung exist. 
The SmartWeb project completed in 2007 built a first 
working system for this type of application [28]. 

At the moment speech recognition is far from being perfect. 
It still faces a number of problems and challenges. The most 
commonly-used metric for evaluating ASR is the word error 
rate (WER). That is a metric of the distance between the word 
label sequence output of the ASR system and the sequence s of 
words which were actually said, the gold standard (see pp. 362-
364 in [19]). The WER is defined as a derivation of Le-
venshtein distance [21]: 

  

Here, ins(s) is the number of word insertions (words never 
spoken), del(s) is the number of deletions (words missed by 
ASR), sub(s) is the number of substitutions needed to align the 
two sequences, and W(s) is the number of words actually said. 
Another commonly used metric for evaluating ASR is the sen-
tence error rate (SER), which is the rate of sentences having at 
least one error (i.e. the rate of not perfectly recognized sentenc-
es). Although WER and SER are often related, this is not al-
ways the case. Generally, the SER increases with the WER, but 
one cannot be inferred from the other.  

The WER strongly depends on the application context and 
the recording conditions. Current systems have a WER be-
tween 15% and 35% for conversation via telephone lines. Digit 
string recognition via headset can achieve a word error rate of 
less than 1% (under optimal conditions). If there is background 
noise, however, the WER can easily rise to 30% or 50% at a 



signal to noise-ratio of 0 dB. Participants of the second Pascal 
Speech-Separation-Challenge even had to accept a WER of 
50%. 

In ATM, it is not important that every word is recognized. 
It is important that the detected concept is correct. It is not im-
portant that ASR correctly recognizes “Good morning 
Lufthansa one two tree descend level one two zero”, but that 
the concept “DLH123 DESCEND FL 120” is extracted. The 
concept error rate (CER) quantifies this metric. In natural 
speech processing, the CER is usually smaller than the SER, 
because natural speech is redundant. ATM advisories are not 
very redundant and the presented approach will use the context 
information of the assistant system to already reduce the word 
error rate. Therefore, CER and SER have comparable values. 

ASR is not new in the context of ATM. Hamel [14] and 
Weinstein [30] have described the application of speech tech-
nology in ATC training simulators in the early 90s, however 
with limited success. Dunkelberger et al. [8] described an intent 
monitoring system which combines ASR and reasoning tech-
niques to increase recognition performance: In a first step, a 
speech recognizer analyses the speech signal and transforms it 
into an N-best list of sentence matches. The second step uses 
context information to reduce the N-best list. Schäfer [24] ap-
plied ASR in the context of an ATC simulation environment to 
replace simulation pilots (so called pseudo pilots) in validation 
trials with controllers. He used simulation data to predict what 
a given aircraft's future status will be (e.g. at which altitude and 
airspeed it will be flying), and which possible conflicts may 
occur that need to be resolved by the controller.  

Currently, different successful applications of ASR in ATC 
training simulators are available. The FAA reports the success-
ful usage of advanced training technologies in the terminal 
environment [12]. The Terminal Trainers prototype, developed 
by CAASD (Center for Advanced Aviation System Develop-
ment, USA), includes voice synthesis, speech recognition, mul-
timedia lessons, game-based training techniques, simulation, 
and interactive training tools. The German air navigation ser-
vice provider DFS uses the system Voice Recognition and Re-
sponse (VRR) of UFA (Burlington, MA) for controller train-
ings since August 2011 [5]. Less pseudo pilots are needed in its 
flight service academy. DFS, however, also reports that these 
systems are currently only usable for training purposes, be-
cause they only accept standard phraseology [5]. 

The presented paper aims at a completely new application 
area: that of an overhearing speech recognition system which is 
embedded in a physical context. In contrast to existing applica-
tions, there is a human-human communication and the system 
is listening in to derive knowledge about the plans of the hu-
man participants. This aspect is somewhat similar to the goals 
of the AMIDA project in which meetings were overheard and 
summaries were generated [2]. The new aspect of the proposed 
approach is that the speech recognition system is part of an 
agent (assistant system) that has knowledge about the physical 
world and at the same time makes plans about actions, which 
are then proposed to the human participants. Thus, one novelty 
is that the overheard human-human communication is directly 
used to improve the assistant system. The other novelty is more 
of a by-product: the physical context of the planning system 

(e.g. the aircraft in airspace) is used to improve speech recogni-
tion. This is based on the fact that not all interpretations of a 
speech utterance are equally likely in a given physical context.  

III. BENEFITS OF AMAN FOR ASR 

Recent advances in ASR technology continue to be based 
heavily on data-driven methods, meaning that the full benefits 
of such research are often not enjoyed in domains for which 
there is little training data available. In 2011 UdS performed 
experiments with 16 different speakers to circumvent this prob-
lem by using dynamic contextual knowledge to rescore ASR 
lattice output using a dynamic weighted constraint satisfaction 
function [25]. We summarize these results in this chapter.  

A. Lattice Rescoring 

ATC commands are issued using standardized phraseology 
[9]. In its simplest form a commands consists of a callsign (e.g. 
DLH496) followed by a goal action (e.g. descent) and a goal 
value (FL90). Although the communication is standardized, the 
controller-pilot communication is not easy to follow. The 
IATA phraseology report [18] shows that controllers often de-
viate from standard phraseology especially in high workload 
situations. In our approach, a weighted finite state transducer 
(WFST) decoder creates a context-dependent phone-to-word 
transducer lattice, as shown in Figure 1. 

 
Figure 1. Part of a context-dependent phone-to-word transducer lattice [22] 
with embedded XML tags. The L-b(99), L-m(99) and AY-b(60) symbols 
indicate triphone clustered acoustic states. The dotted edges indicate omitted 
nodes.  

 
There are costs associated to each of the edges in Figure 1 

(although these are not shown for the sake of readability). The 
most probable speech recognition hypothesis is defined by the 
lowest scoring path through the given phone-to-word transduc-
er lattice. Using context information from the AMAN, howev-
er, means to rescore the edges, i.e. penalizing hypotheses which 
are invalid or unlikely in the context in which the utterance was 
made: For example, the above command “DLH496 descend 
FL90” would be penalized if there is no aircraft with that 
callsign in the sector. Likewise, such a command would be 
unlikely if DLH496 exists, but is already flying at FL80. De-
tails concerning the used rescoring can be found in [25] and 
[26]. 

B. Performed Experiments 

16 people – all of them no ATC experts – participated in a 
study in 2011. Self-identified by first language, eight were 
German speakers, three were North American English speak-
ers, and there were two Greek, one Malayalam, one Romanian 



and one Russian speaker. Twelve of the speakers were male 
and four were female. An approach scenario with 31 inbounds 
for Frankfurt airport using only one runway was created. 4D-
CARMA was used to create sequences and ATC commands 
which were displayed to the participants (in English). The pro-
bands read the commands aloud. These voice commands were 
recorded using a headset. The commands had no effect on the 
simulation. They were only used for speech recognition pur-
poses. 1,107 ATC commands were recorded in total, with an 
average length of 9.5 words per sentence; this corresponds to 
approximately 100 minutes of speech. Each individual record-
ed utterance was annotated not only with the true sentence that 
was read but also with the state of the entire ATC simulation at 
the time of the recording (e.g. the aircraft on the radar, includ-
ing theirs speeds, altitudes, heading, position in relation to the 
radar, etc.). The corresponding aircraft state vectors were re-
trieved from 4D-CARMA every 5 seconds and then stored to a 
log file. 

As evaluation metrics for speech recognition, both WER 
and SER were used. In order to measure the improvement 
through rescoring, we also calculated the mean reciprocal rank 
(MRR): 

 

Here, Y denotes the complete set of utterances (i.e. the set 
of given commands). The rank of each utterance y is deter-
mined as follows: If a command y1 is recognized correctly, i.e. 
y1 is the highest-scoring hypothesis in the word lattice then 
rank(y1) is 1. If a command y2 is not recognized correctly and 
the hypothesis, that this command was given, is only the third 
best hypothesis in the lattice, then rank(y2) is 3, and so on. 

C. Results 

TABLE 1 shows the speech recognition results before and 
after rescoring. The first row indicates the baseline without 
using context information.  

TABLE 1 WER, SER, MRR of experiment  
 

Constraints Used 
 

WER SER MRR 

none (baseline) 2.81% 22.58% 0.849 
constraint “callsign” 0.55% 4.61% 0.966 
constraint “callsign, speed, altitude” 0.52% 4.52% 0.967 
oracle (best possible) 0.31% 2.07% 0.979 
Word resp. sentence error rate, mean reciprocal rank before and after rescoring with constraints 

 

The second row gives results for using the information of 
available callsigns in the controller’s sector. The third row 
shows the results with additional speed and altitude context 
information. The last row (“oracle”) shows the best possible 
results that could theoretically be obtained with an optimal 
rescoring algorithm. This error rate, however, is not 0%, be-
cause sometimes the correct word sequence is not contained in 
the lattice so that rescoring cannot have a positive effect. 

Most notable is that the callsign constraint already gives a 
significant improvement in both word and sentence error rate, 
with relative reductions of 80% over the baseline. This can be 

explained by the fact that the callsign constraint effectively 
reduces the total number of theoretically valid callsigns from 
more than 200.000 to the number of aircraft which are current-
ly on the controller’s frequency. 

We will show in the next chapter that a reliable ASR signif-
icantly improves the performance of the assistance system. We 
should, however, keep in mind, that we only considered simple 
commands. Combined reduce and descend commands, which 
also contain a heading or frequency change command, were not 
considered. Without further actions in these cases, the error rate 
increases significantly. The results, however, show the poten-
tial to increase ASR performance if an AMAN provides appro-
priate context information. Section VII describes our future 
steps to further improve ASR and AMAN performance.  

IV. EXPECTED BENEFITS OF ASR FOR AMAN 

4D-CARMA assigns a sequence number to each inbound. 
Subsequently, target times are determined at different way-
points (e.g. runway threshold). Trajectories, which meet the 
target times, are calculated by 4D-CARMA’s trajectory predic-
tor and transformed into appropriate controller advisories (see 
[17] for further details). Input data is the current traffic situa-
tion, i.e. radar data and both given and planned advisories. Dif-
ferent input sources for the given advisories are possible; e.g. 
ASR, mouse or keyboard inputs of a controller. 4D-CARMA 
monitors the actual situation by comparing it to the planned 
situation (task of conformance monitoring). If a deviation is 
detected the challenge is to decide whether the controller inten-
tionally deviates from the plan or whether he tries to implement 
the actual plan. In the first case a replanning is necessary. If 
4D-CARMA takes the wrong decision, due to the needed trade-
off between adaptability and stability, the planning of 4D-
CARMA differs from the real situation, i.e. from the mental 
model of the controller. Hence, the exclusive use of radar data 
can cause a temporary deviation of both worlds, which may last 
for 40 seconds and more. Even rescheduling will not help in 
this case, because the reason for the deviation is unknown. 

 
Figure 2. Different path stretching options (fan or  

trombone routes) exist for the controller 
 

In the following, we show some examples of how the usage 
of automatic speech recognition can reduce this deviation time 
down to 5 seconds. For each aircraft, 4D-CARMA and the con-
troller can choose a fan or trombone approach, as shown in 



Figure 2. In the first case the controller will give a heading in-
struction between e.g. 310 and 50 degrees. In the latter case the 
command will be “Follow Transition”. This depends on the 
traffic situation and also on the individual controller. Let us 
assume 4D-CARMA plans a trombone approach for the aircraft 
with sequence no. 8. Without further information 4D-CARMA 
does not know the controller’s intent until the aircraft is one 
mile behind PSA, the initial approach fix (IAF). By integration 
of ASR into the AMAN, 4D-CARMA is aware of the heading 
advisories, before the aircraft is at the IAF. Hence, a reschedul-
ing will happen, which results in a smaller sequence number 
and an adapted trajectory.  

Figure 3 shows a situation which results from a conflict be-
tween BMA419 and DLH123. Without further interaction by 
the controller, 4D-CARMA assumes that BMA419 will be first 
(sequence no. 11). The controller may however choose to 
switch this order and therefore reduce the speed of BMA419. 
Without knowing the advised speed, 4D-CARMA needs ap-
prox. 40 seconds to recognize the intended sequence change. If 
4D-CARMA gets access to the target speed values the se-
quence is immediately adapted to the desired sequence. The 
same improvements occur if descent target values are known. 

 
Figure 3. Sequence change caused by reduce advisory 

 

Figure 4 shows an example of a transition approach.  

 

 
Figure 4. Turn advisories for MAH5489 initiate sequence change 

 

The AMAN assumes that MAH5489 is planned behind 
DLH123. The controller may decide to change this such that 
MAH5489 is no. 5 in sequence. In that case the controller will 
shortly give a turn left command to MAH5489. The AMAN, 
however, will not recognize the changed intent until the track 
of MAH5489 significantly changes in the radar data. All in all, 
considering the read-back time of the pilot, reaction time to 
start the turn and radar update rate, this may last up to 25 sec-
onds. With ASR we are able to update the sequence immediate-
ly after recognizing the voice command. 

Conclusion: Extending 4D-CARMA’s input by the given 
controller commands can significantly improve the adaptation 
speed of the AMAN, which ultimately increases its planning 
stability. 

V. THE EXPERIMENTS 

While the previous section has described our expectations, 
this section describes the performed experiments: (1) evalua-
tion of historical radar data, in which 4D-CARMA was used 
for passive shadow mode trials, (2) a human-in-the-loop simu-
lation in which 4D-CARMA was supported in shadow mode 
by ASR. The section closes with a description of the derived 
measurements which are used to validate the expectations. 

A. Passive shadow mode trials with 4D-CARMA 

Recorded radar data of approaches to Frankfurt and Co-
logne/Bonn were used. Two experiments were performed with 
each data set. Each data set consisted of approx. 30 minutes of 
radar data along with flight plan information. 4D-CARMA 
updated its planning every 5 seconds based on the recorded 
radar data, i.e. it generated new sequences with updated target 
times, calculated trajectories and generated advisories. As 4D-
CARMA ran in passive shadow-mode, its planning output had 
no effect on the input radar data of future planning cycles. We 
investigated, how fast and how well the internal picture of 4D-
CARMA matched that of the controller. This was used as a 
baseline scenario without speech recognition.  

To evaluate the possible benefits of ASR without available 
recorded speech data, we simulated the perfect speech recog-
nizer by preprocessing the radar data in advance. If the altitude, 
track or indicated airspeed of the aircraft radar data changed 
significantly, we generated an appropriate controller advisory 
and assumed that this advisory was voiced by the controller and 
subsequently recognized by ASR. Assuming perfect ASR is 
reasonable because we only want to evaluate the possible bene-
fits of ASR concerning the performance of the assistant system. 

B. Human-in-the-Loop Simualtions (HITL)  

In addition to passive shadow mode trials, HITL simulations 
were performed with a controller of Austro Control. This was 
done in June and December 2012, on three different days 
(Figure 5). The first day was used to (1) check the system, (2) 
discuss the project and (3) adapt the speech recognizer to the 
controller’s pronunciation. During the adaptation, the controller 
read approx. 100 predefined commands so that a speaker de-
pendent recognition model could be created. This slightly im-
proved the recognition rate compared to a speaker independent 



model. In the following we describe the experiments that were 
performed in December. 

 

 
Figure 5. Controller in working environment 

 
For the test runs, the controller was advised to refer to the 

radio discipline. Multiple instructions and deviations from 
ICAO phraseology should not be used. His job was to act as a 
feeder for Frankfurt approach being responsible for all aircraft 
on the downwind. All aircraft entered the downwind below 
flight level (FL) 100 and below 250 knots indicated airspeed 
(IAS). The sector, pick-up and tower controllers were simulat-
ed. Only reduce, descend and turn-to-base advisories were al-
lowed. Figure 6 shows the general set-up of the experiment. 
The controller gave voice commands which were then pro-
cessed by the speech recognizer. The recognized commands 
were stored in a data base and used by the simulator to update 
the radar data. This stands in contrast to the passive shadow 
mode trials, as 4D-CARMA resp. the controller was able to 
influence the aircraft’s trajectories in each run. Based on the 
radar data 4D-CARMA updated its sequences and trajectories 
in the data base and displayed them on the radar screen. 

 

4D-CARMA

DATABASE

Radar Simulator

Radar Screen

Speech 
Recognizer

Voice
commands

Controller

 
Figure 6. Involved actors of HITL simulation  

 

4D-CARMA did not provide any context information to the 
speech recognizer in this experiment. Due to the simple gram-
mar allowed in the experiment 96.4 percent of the given com-

mands were recognized correctly. As a fail-safe measure, 4D-
CARMA checked the recognized advisories for consistency. 
Inconsistent advisories were removed from the data base so 
that they did not influence the radar simulator. Throughout the 
simulation, only one wrong command was not detected by this 
additional check (REDUCE Speed 250 instead of 240). 

The hardware used in the test runs was installed on the con-
troller working position (CWP) of the DLR’s Institute of Flight 
Guidance. The planning system 4D-CARMA and the radar 
screen ran on 3 Fujitsu Celsius M470-2 power workstations 
with Intel Xeon CPU and 6 GB RAM. The processes for 
speech recognition ran separately, on a similar PC. Windows 
XP® respectively SUSE Linux 11.2 were the used operating 
systems. 

The controller’s human machine interface (HMI) of 4D-
CARMA (called RadarVision) is an experimental radar screen 
that provides all information of the actual traffic situation. 4D-
CARMA consists of several modules (e.g. scheduler, trajectory 
predictor), which are implemented as independent Linux pro-
cesses. A MySQL data base was used for process interaction. 
The speech recognizer monitored the speech communication 
loop between controller and pilot.  

C. Derived measurements 

We defined the following criteria to compare the quality of 
the simulation runs with and without information about the 
given controller commands: 

 The time until subsequences were stable (SS-3, SS-4, …) – 
We define the landing sequence as the order in which air-
craft actually touch down and consider subsequences of 
successive aircraft of the landing sequence of size M. For a 
landing sequence of size N we can consider N-M+1 subse-
quences. For each of these subsequences the time is deter-
mined until the order of the M elements of the planned 
subsequence matches with the landing subsequence and is 
not changed until touchdown of the whole subsequence. 
We measure the time in seconds until the landing of the 
last airplane in the subsequence. This derived measure-
ment gives a hint concerning the stability of the AMAN.  

 The Non-Conformance Time (NConfT) and Non-
Conformance Counter (NConfCnt) – 4D-CARMA deter-
mines for each aircraft if the radar data is conform to the 
actual planned trajectory. The conformance monitoring 
considers lateral deviations (> 0.5 NM), vertical deviations 
(> 500 ft.), and temporal deviations (> 10 seconds). Based 
on these deviations each aircraft gets the status conform, 
half-conform or non-conform. The status half-conform is 
assigned if the thresholds are only slightly violated (lateral 
deviations > 0.25 NM, vertical deviations > 250 ft. or tem-
poral deviations > 5 seconds) and the aircraft is still not in 
status non-conform. We calculate for each aircraft the total 
times NConfT (resp. NHConfT) the aircraft is in status 
non-conform (resp. half-conform) and how often the status 
changes from conform to non-conform (NConfCnt). These 
measurements indicate how long resp. how often the inter-
nal picture of the controller differs from that of the ma-
chine. 



VI. RESULTS 

A. Passive shadow mode trials for Frankfurt TMA 

As 4D-CARMA was used in passive shadow mode, it often 
deviates from the sequence and trajectories actually imple-
mented by the controllers. The fact of many observed devia-
tions is independent whether 4D-CARMA knows earlier in 
advance the controllers target values, i.e. ASR is available or 
not. The main point is how often the deviations occur respec-
tively how long they happen. 

Figure 7 shows the improved planning stability. Without 
ASR the AMAN knows 676 seconds (approx. 11 minutes) be-
fore touchdown the correct sequence if we consider subse-
quences with 6 aircraft. With support of ASR this time increas-
es to 912 seconds (approx. 15 minutes). 
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Figure 7. Average values for SS-3, SS-4, SS-5, SS-6 (N=17) 

 

Figure 8 visualizes the differences of these 4 minutes for 
the controller. The aircraft with sequence no. 8 is 11 minutes 
before touchdown; no. 11 is 15 minutes before touchdown. 

 
Figure 8. Planned sequence with advisories,  

 
Figure 9 shows the time, when the aircraft are not conform 

to their planned trajectory (NConfT, NHConfT). We see that in 
14% of the time the aircraft are not conform to their trajectory. 
This high value is based on different effects:  

 The unknown wind. As we used historical data from 
Frankfurt airport the wind speed and directions were un-
known on that day. This complicated the calculation of the 
indicated airspeed, which was advised by the controller, 
from the ground speed and altitude values.  

 The controllers heavily used vectoring to separate the air-
craft form each other, resulting in many lateral deviations. 

 The controller had no chance to implement the plan of 4D-
CARMA (passive shadow mode). 
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Figure 9. Time of conformance and non-conformance with ASR  

 

Figure 10 demonstrates the conformance monitoring when 
we have no speech recognizer available, i.e. we do not know 
the advised target values. In this case one third of the time the 
aircraft are not conform. 
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Figure 10. Time of conformance and non-conformance without ASR  

 

B. Passive shadow mode trials for Cologne/Bonn TMA 

Cologne/Bonn normally uses runway 14L and runway 24 
with preference to 14L (approx. 95%). Therefore speech 
recognition can help to early use the information that the con-
troller has changed from the default runway 14L to 24. Traffic 
flow in Cologne/Bonn is of course lower than in Frankfurt and 
no trombone or fan patterns are implemented for path stretch-
ing. From time to time, however, the traffic situation requires 
vectoring to loose time (see Figure 11 for a traffic sample). 

 
Figure 11. Radar plots of inbound traffic to 14L to Cologne  

 



Figure 12 shows such a situation at the initial approach fix 
NOR. Currently HLX7JX (no. 3) is approx. 100 knots faster 
than BER364 (no. 4). Therefore the AMAN suggests a se-
quence with HLX7JX before BER364. The controller, howev-
er, prefers another sequence (BER364 before HLX7JX). There-
fore, HLX7JX gets a heading advisory of 70 degrees. As soon 
as the AMAN knows this heading advisory no further guessing 
concerning the heading of HLX7JX and the sequence is neces-
sary.  

 

 
Figure 12. ASR helps to early detect sequence change of no.3 and no.4  
 

Due to low traffic the sequence stability is better than for 
Frankfurt passive shadow mode trials (even without ASR). 
Therefore speech recognition only helps in a few cases (apart 
from the mentioned runway changes and vectoring proce-
dures). Conformance monitoring provides similar results. De-
tails will be published in [20].  

C. Human-in-the-Loop Simualtions (HITL)  

During the human-in-the-loop simulation the controller had 
no access to the recommended advisories of the AMAN. The 
output of the speech recognizer was used to control the simula-
tion, i.e. ASR replaced the pseudo-pilots. In a first run 4D-
CARMA used the information of the speech recognizer to up-
date its planning (run-A). In a second run the planning was 
only based on radar signals. The actual controller advisories 
were no input to 4D-CARMA (run-B). We also used the rec-
orded radar data and controller commands from run-A and run-
B to reproduce both simulation runs (with and without ASR) 
with updated versions of 4D-CARMA (run-A1, A2, B1 and 
B2). In all reproduced runs 4D-CARMA worked in passive 
shadow mode. In run-A1 and B1 the recorded radar data and 
controller commands of run-A resp. B were the input for 4D-
CARMA. In run-A2 and B2 4D-CARMA did not receive the 
advisories as input.  

 Run-A: Original run (with ASR output as planning input), 

 Run-B: Original run (without usage of ASR output), 

 Run-A1/B1 – Reproduced runs with updated version of 
4D-CARMA (with ASR output as planning input), 

 Run-A2/B2 – Reproduced runs with updated version of 
4D-CARMA (without ASR output as planning input). 

We therefore evaluated 4 runs. In the following text we 
combine run-A1 and run-B1 under the headline “with ASR” 
respectively run-A2 and run-B2 under “without ASR”. 

The results of the conformance monitoring show that the 
controller’s and 4D-CARMA’s intent very often match if and 
only if the arrival manager has access to the output of ASR 
(Figure 13 and Figure 14).  
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Figure 13. Conformance time for HITL with ASR (run A1 + B1)  

 
Without using ASR the aircraft significantly deviated 170 

times from the planned trajectory whereas with ASR only 70 
deviations occurred.  
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Figure 14. Conformance time for HITL without ASR (run A2+ B2) 

 
Concerning sequence stability ASR offers only slight bene-

fits, because the controller only deviated in one case from the 
planned sequence of the AMAN, see Figure 15.  

3 4 5 6

without ASR 1085 1143 1202 1267

with ASR 1090 1149 1208 1274

950

1000

1050

1100

1150

1200

1250

1300

Se
co
n
d
s

 

Figure 15. Average values for SS-3, SS-4, SS-5, SS-6 (N=13, both times) 



In the situation in Figure 16 there was a gap between 
QFA764 (no. 3) and DLH645 (no. 4). Therefore the controller 
decided to change the sequence, i.e. DLH645 before QFA764. 
With ASR the sequence update happened 15 seconds earlier 
than without ASR. The higher value of SS-6 compared to SS-3 
does not mean that a subsequence with 6 elements is more sta-
ble than a subsequence with 3 elements. The value of SS-i 
strongly depends on the number of aircraft in the subsequence, 
because the sequences are very stable and therefore, SS-i is 
mostly determined by the remaining flight time of the ith air-
craft, when the last deviation of the controller from the planned 
subsequence occurred. 

 
Figure 16. Controller deviates from plan by turn command to DLH645 

 
 

VII. NEXT STEPS 

On the one hand the previous chapters have shown that the 
context information of an assistant system can significantly 
improve the performance of ASR. On the other hand an assis-
tant system like an AMAN can benefit from the additional sen-
sor of the speech recognizer. The next steps will be to bring the 
whole system into a real operational environment. A prototype 
application was demonstrated at the ATC Global fair in Am-
sterdam in 2011. This prototype, which did not consider non-
functional requirements and used a limited grammar, will be 
extended and validated in the AcListant™ project (Active Lis-
tening Assistant), which will start in February 2013 with dura-
tion of two years. Current partners are DLR, University of 
Saarland, German Flight Services DFS and a Venture Capital 
Investor. The objectives are to improve the demonstrator, to 
validate the demonstrator in a real application environment at a 
German airport, and to prepare a know-how-transfer. 

We showed that WER was reduced from 2.8% to 0.5% if 
context information is available. In a real application with long 
advisories sequences like “Good morning DLH456, identified, 
Descend FL 100, Reduce to 250 knots after passing Gedern 
and turn left heading 250” we expect higher word error rates. 
More import than recognizing each single word is of course the 
concept error rate, i.e. we need the information “DLH456 De-
scend FL100”, “DLH456 Reduce 250 after GED” and 
“DLH456 Turn Left Heading 250 after GED”. Currently the 

AMAN has no additional sensor, i.e. it is guessing the control-
lers advisories. We can assume that the support system only 
guess correct in 50% or even less of the cases. Therefore, con-
cept error rates of 10% or less will already be a significant im-
provement. Validation will show which error rates will result in 
a workload reduction respectively, which will increase control-
ler workload and therefore, will be rejected by the controllers. 

 

VIII. CONCLUSIONS 

One reason for the huge difficulties of introducing higher 
levels of automation in the ATM world refers to the intensive 
use of spoken language. Mainly two aspects have to be taken 
into account. The first aspect addresses the parallelism of the 
world of the situational knowledge between the operators and 
the one between the operators and the systems. This aspect is 
based on the fact that in the operator’s world a common picture 
of the situation, including the intentions, is created by direct 
communication and listening to the communication of the oth-
ers. In the machine world the picture of the situation is based 
on sensor information without any knowledge about the inten-
tions of the operators. This difference in the end creates misun-
derstandings between operators and systems which lead to fail-
ures and further on to a lack of acceptance for automation. The 
second aspect regards the transition from today’s procedures to 
highly automated future ones which may be executed in huge 
steps with considerable reduced voice communication. These 
steps may, however, be too big to be acceptable for the opera-
tors, may create a problem according to the integration of Gen-
eral Aviation and may create huge investments to retrofit old 
aircraft. One solution for these problems is the introduction of 
speech recognition as an integral part of automation following 
the “motto”: Only those who can listen in can be in the loop!  

Speech recognition is not a new technology. It is used with 
a considerable success in aviation e.g. in ATM training simula-
tors. If the recognition rate is good enough speech recognition 
could be even an enabler for the introduction of higher levels of 
automation. This results in the need to use the situational pic-
ture and the knowledge of the assistant system to create dynam-
ic speech hypotheses, which provide the needed high recogni-
tion rates. We showed that the dynamic context information 
provided by an AMAN can reduce error rates by a factor of 5. 

Speech recognition provides an additional sensor for a con-
troller assistant tool which reduces down-time by 35 seconds, 
i.e. the time the pictures of the situation in the machine’s world 
do not match to the picture in the controllers’ world. As the 
speech supported assistant system can be seen as an upgrade 
for existing assistant systems, like AMAN or DMAN, the hur-
dles for an introduction should be low. Furthermore, the used 
basic technologies are well known hence the time frame for a 
transition into practice can also be low, i.e. quick gains can be 
achieved. 

On the one hand dynamic context information provided by 
an AMAN improves the performance of ASR; on the other 
hand ASR improves the performance of an AMAN. Both ef-
fects can increase acceptance of advanced controller assistant 
tools. 
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